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1 Context

The growing popularity of voice assistants has created the need for robust Automatic Speech Recog-
nition (ASR). In real-life conditions, the performance of ASR systems is hindered by degradations,
such as reverberation or noise, of audio signals captured by distant microphones. Recent approaches
consider end-to-end denoising, dereverberation and transcription, for better performance [1]. However,
such approaches represent a huge memory and time complexity at inference, such that they have a
significant energy consumption, and a high carbon footprint. In this case, speech signals, which are a
private data, have to be processed online. Smaller models [2, 3, 4] can get closer to the performance
of large models by preprocessing the audio signals. Preprocessing techniques often involve dereverber-
ation [5] and/or speech enhancement [6]. Furthermore, the generalization performance of such smaller
systems on singing voice, for the task of automated lyrics transcription (ALT) for instance, has been
only little explored [7].

This project aims at building a privacy-centric, energy-efficient model for the task of Automatic
Speech Recognition and, if feasible, Automated Lyrics Transcription.

2 Expectations

Detailed description This project is divided in several parts. First we need to obtain a first
impression and fundamental knowledge by a pedagogical task. Then students are free to explore and
implement any relevant topics. We recommend the following roadmap:

• Automatic selection of the speech or singing voice transcription model. An SVM classifier of
MFCC features MUST be implemented.

• Choice and evaluation of an ASR model for clean speech.

• Evaluation of the chosen ASR model in noisy-reverberant conditions

• Choice and evaluation of preprocessing methods on ASR performance

• Evaluation of the chosen ASR method on singing voice

• Choice and evaluation of a ALT method

• (Bonus) Implementation of an interface on smartphone
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It is not necessary to cover the whole path and students are free to modify them after reasonable
discussion with the supervisors. It is also not expected to reimplement from scratch but to make use
of existing implementations.

Deliverables

• Demonstrator in form of a laptop application

• Open-sourced code of the demonstrator on github

• (Recommended) Jupyter notebook explaining design choices and some performance metrics

• (Optional) Smartphone interface to record audio and send it to the demonstrator

Expectations The following knowledge is expected after the accomplishment of this project

• Scientific

– audio features classification: MFCC (TSIA) and SVM (SD-TSIA211)

– Signal processing (TSIA, SI-101)

– Speech transcription (TSIA206)

• Tools/soft-skills

– Python programming language and commonly used libraries e.g. numpy, matplotlib, scikit-
learn, pytorch, pykaldi et etc, with package management tools like pip, conda or mamba.

– Read documentations of a toolkit and make use of it.

– version control and group organization: git, github, code editors: using one of jupyter lab,
vscode, spyder et etc.

– Bibliography

– Time management
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